February 12, 2020

Dear Chairman Foster and Ranking Member Loudermilk,

I am writing on behalf of BSA | The Software Alliance to thank you for leading the Task Force on Artificial Intelligence and convening today’s critically important hearing. BSA is an association of the world’s leading enterprise software companies that provide businesses in every sector of the economy with tools to operate more competitively and innovate more responsibly.¹ BSA members are at the forefront of developing trusted and inclusive AI-enabled solutions that empower their customers to transform raw data into actionable intelligence.

While the benefits of AI will reverberate throughout the economy, it will have a particularly profound impact on data-intensive industries, such as the financial services sector. As this Task Force’s hearings have demonstrated, AI is already being deployed across the financial services industry in ways that help consumers, including to improve the accuracy of financial forecasting, to reduce the risk of fraudulent transactions, and to deliver a more personalized customer relations experience. Of course, as AI is integrated into business processes that could impact the public’s access to housing and credit, this Task Force (and the House Financial Services Committee more generally) has an important oversight role to play. BSA stands ready to assist you in that effort.

BSA recognizes that public trust is an essential component of a thriving digital economy. The focus of today’s hearing – examining how to reduce the risk of AI bias – is one critical element of ensuring the public’s trust and confidence in AI. That trust depends on ensuring that existing protections for consumers will not be undercut by the use of AI. Simply put, existing laws should apply to the use of new technologies, and decisions that would otherwise be unlawful should not avoid liability simply because they may now involve the use of an AI system.

We have already seen government agencies grappling with how existing laws apply to new technologies like AI—in ways that may undermine confidence in AI technologies. The clearest example is the recent proposal by the Department of Housing and Urban Development to create a safe harbor for defendants who use AI systems to make lending decisions that result in a disparate impact. As detailed in our attached submission to HUD, we have significant concerns that the proposal could discourage institutions from closely monitoring their own use of AI systems for unintended impacts. As a result, the proposed rule could exacerbate the risk of bias and thereby undermine public trust in AI. HUD’s proposal is the first intervention by a US government agency to define how civil rights protections will apply to the use of AI,

but it will not be the last. This Task Force can play an important role in ensuring that the precedent set by HUD is one that not only avoids risks for the public, but also ensures that trust and understanding of how AI systems work is fundamental to their deployment in new and different contexts.

These issues also deserve more focused attention, from both government and industry. HUD’s proposed safe harbors strike at the heart of one of the most active areas of AI research and will arise again as other government agencies evaluate how the use of AI will impact their missions. For these reasons, BSA has called on the National Institute of Standards and Technology (“NIST”) to convene a multistakeholder process to develop an AI lifecycle risk management framework. Such a process would bring together experts from government, industry, and academia to develop a framework for identifying and mitigating the risks of bias that can emerge as AI is designed, developed, and deployed. An AI risk management framework would be valuable not only for government agencies that are creating AI policy (including HUD), but also the companies that are developing and using AI technologies with the potential to impact the public. Enlisting NIST for this important effort would also build on NIST’s successes in creating frameworks that address cybersecurity and privacy risks.

BSA also supports continued research and investment – both public and private – in ways to mitigate bias and ensure that AI solutions are supported by the right processes, policies, and resources to minimize the risk of adverse impacts to the public. Developing mechanisms to identify and mitigate the risks of AI bias has emerged as an area of intense focus for experts in industry, academia, and government. In just the past few years, a vast body of research has identified a range of organizational best practices, governance safeguards, and technical tools that can help manage risks of bias throughout the AI lifecycle. Such efforts are only one element of the industry’s approach to addressing bias.

BSA members are committed to ensuring that their technologies enhance fairness and mitigate the potential for discrimination. In the long term, we recognize that this requires systemic commitment to nurturing a diverse technological workforce – to ensure a diverse array of individuals, with differing backgrounds and experiences, are involved in developing, using, and deploying AI technologies. BSA and its members therefore support initiatives that empower and expand the technological workforce. To help drive those efforts, BSA launched Software.org, an educational foundation that highlights and directly engages in efforts to expand opportunities in computer science for women, people of color, and other underrepresented groups. One of Software.org’s most exciting partnerships is with Girls Who Code. This year, Software.org and Georgetown University Law Center’s Institute for Technology Law & Policy will host a summer immersion program to teach a class of young women coding skills that will help them pursue a career in STEM. Those DC efforts are among over 75 Girls Who Code programs across the country, including classrooms sponsored by some of Software.org’s supporting companies: Adobe, Autodesk, IBM, and Microsoft.

BSA appreciates the opportunity to provide these comments to the Task Force. We welcome an opportunity to further engage with you on these important issues going forward.

Respectfully submitted,

Victoria A. Espinel

cc: Chairwoman Waters
    Ranking Member McHenry
October 18, 2019

Office of General Counsel
Department of Housing and Urban Development
451 7th St. SW
Room 10276
Washington, DC 20410

Re:  
HUD’s Consideration of the Fair Housing Act’s Disparate Impact Standard
Docket No. FR-611-P-02; RIN 2529-AA98

Dear Assistant Secretary Fariás:

BSA | The Software Alliance (BSA) is the leading advocate for the global software industry before governments and in the international marketplace.¹ Our members are at the forefront of software-enabled innovation that is fueling economic growth in every industry sector. As global leaders in the development of data-driven enterprise software solutions, BSA’s members have a keen interest in working with policymakers to establish a legal environment that helps engender the public’s trust and confidence in the technologies that are driving today’s digital economy. We therefore welcome this opportunity to provide comments to the Department of Housing and Urban Development’s (HUD) proposed rule concerning the interpretation of the Fair Housing Act’s disparate impact standard.²

Given BSA’s focus on the intersection of technology and policy, these comments focus narrowly on aspects of the Proposed Rule bearing on the use of Artificial Intelligence (AI) and the creation of potential safe harbors in circumstances where a “plaintiff identifies an offending policy or practice that relies on an algorithmic model.”³ We are concerned that

¹ BSA’s members include: Adobe, Akamai, Apple, Autodesk, Bentley Systems, Box, Cadence, CNC/Mastercam, DataStax, DocuSign, IBM, Informatica, Intel, MathWorks, Microsoft, Okta, Oracle, PTC, Salesforce, ServiceNow, Siemens PLM Software, Sitecore, Slack, Splunk, Symantec, Trend Micro, Trimble Solutions Corporation, Twilio, and Workday.


³ Proposed Rule at 42859.
the proposed safe harbors – as currently drafted – could undermine trust in digital
technologies that increasingly are involved in high-stakes decisions that impact people’s
lives.

BSA members are firmly committed to ensuring that their technologies enhance fairness
and mitigate the potential for discrimination. As digital technologies are deployed in ways
that implicate the public’s ability to obtain access to housing and finance, it is critical that
HUD has the resources and authorities it needs to robustly enforce the Fair Housing Act’s
prohibitions on discrimination. As a matter of principle, the public must be confident that
the Fair Housing Act (FHA) will continue to afford the same level of protection irrespective
of whether a lending or housing decision was made by a person, or a person assisted by a
machine. One objective of this proceeding should therefore be to ensure that the use of
technology will not hinder the enforcement of legitimate FHA claims. Simply put, existing
laws should apply to the use of new technologies, and decisions that would otherwise incur
liability under the FHA’s disparate impact standard should not benefit from a safe harbor
merely because they involve the use of an AI system.

The use of advanced technologies in connection with housing and lending decisions presents
both opportunities and risks. On the one hand, the adoption of AI by financial institutions
has the potential to reduce discrimination and promote fairness by facilitating a data-driven
approach to decision-making that is less vulnerable to human biases. For instance, the use
of AI can improve access to credit and housing to historically marginalized communities by
enabling lenders to evaluate a greater array of data than is ordinarily accounted for in
traditional credit reports. At the same time, researchers caution that flaws in the design,
development and/or deployment of AI systems have the potential to perpetuate existing
social biases. Such biases can arise in a variety of ways, including circumstances in which
an AI system is “trained” using data that reflects historical biases or when AI systems are
deployed in populations that do not reflect the demographics of the data upon which they
were trained.

Developing mechanisms for identifying and mitigating the risks of AI bias has emerged as an
area of intense focus for experts in industry, academia, and government. In just the past few
years, a vast body of research has identified a range of organizational best practices,
governance safeguards, and technical tools that can help manage risks of bias throughout

4 See, e.g., Jennifer Sukis, The origins of bias and how AI may be the answer to ending its reign,

5 See, e.g., Nicol Turner Lee, Paul Resnick, and Genie Barton, Algorithmic bias detection and
mitigation: Best practices and policies to reduce consumer harms, Brookings (May 22, 2019),
the AI lifecycle. Because static evaluations of AI models cannot account for all potential issues that may arise when AI systems are deployed in the field, experts agree that mitigating risks of AI bias requires a lifecycle approach, including ongoing monitoring by end-users to ensure that the system is operating as intended.

In light of the continuing evolution of this field of research, we urge HUD to take a cautious approach as it considers potential safe harbors for disparate impact claims arising from a defendant’s use of algorithmic models. We appreciate HUD’s clarification that the safe harbors are “not intended to provide a special exemption for parties who use algorithmic models” and instead are aimed at providing defendants with guidance about how they “can show their models achieve ‘legitimate objectives.’”6 However, for the reasons outlined below, we are concerned that the proposed safe harbors may ultimately create greater uncertainty for entities that use and/or develop algorithmic systems and potentially exacerbate the risks associated with AI bias. We outline below the basis of our concerns.

I. The Proposed Rule’s Inconsistent Use of Terminology Creates Uncertainty

HUD’s explanation of the Proposed Rule describes the “first defense” (hereinafter Safe Harbor #1) and “third defense” (hereinafter Safe Harbor #3) as functionally “similar.” HUD indicates that Safe Harbor #1 enables a defendant to prevail if it shows that the “model is not the actual cause of the disparate impact” through a “piece-by-piece” examination to determine whether “a factor used in the model is correlated with a protected class.”7 HUD likewise characterizes Safe Harbor #3 as enabling a defendant to prevail if it proves (through the use of a qualified expert) that the “model is not the actual cause of the disparate impact.”

Notwithstanding HUD’s characterization of these defenses as functionally “similar,” the proposed text for the defenses seems to employ terminology differently:

- Safe Harbor #1 can be invoked if a defendant shows that the “material factors that make up the inputs used in the challenged model...do not rely in any material part on factors that are substitutes or close proxies for protected classes under the Fair Housing Act.”8
- Safe Harbor #3 can be invoked if a neutral third party validates that “none of the factors used in the algorithm rely in any material part on factors that are substitutes or close proxies for protected classes under the Fair Housing Act.”9

---

6 Proposed Rule at 42859.
7 Id.
8 Id. at 42862 (§ 100.500 (c)(2)(i)).
9 Id. (§ 100.500 (c)(2)(iii)).
To avoid confusion, HUD should clarify whether the use of different terminology in Safe Harbor #1 and Safe Harbor #3 is intentional. To the extent the inquiries under Safe Harbor #1 and Safe Harbor #3 are intended to focus on different aspects of a challenged model, HUD should provide additional guidance in the final rule.

II. The Proposed Rule’s Focus on Individual Inputs is Both Over- and Under-Inclusive

Safe Harbor #1 and Safe Harbor #3 appear to create a bright line rule that would excuse disparate impacts that arise from a defendant’s use of an AI system that does not rely on individual inputs that are “substitutes or close proxies for protected classes under the Fair Housing Act.” Although the Proposed Rule lacks specific guidance about how HUD will assess whether an input to an algorithmic model is a “substitute” or “close proxy” to a protected class, HUD notes that the defenses would be unavailable if a plaintiff is able to demonstrate “that a factor used in the model is correlated with a protected class.”10 Conditioning eligibility for the safe harbor on an analysis that focuses on individual inputs would result in a range of unintended outcomes.

On the one hand, such a safe harbor would be unduly narrow. As a practical matter, it could have the effect of preventing lending institutions from relying on data inputs, such as income, that bear a close nexus to creditworthiness, but which may also be correlated to protected classes. Such a safe harbor could also preclude AI systems from containing features that have the effect of mitigating potential biases. Precluding the use of variables that are correlated to protected classes could deter lenders from using AI systems that leverage such variables for the explicit purpose of preventing disparate impacts.11 Foreclosing the use of AI models that use protected classes (or proxies thereof) for the express purpose of de-biasing the model would of course be counterintuitive to the purpose of the Proposed Rule.

On the other hand, Safe Harbors #1 and #3 would also be overly broad, potentially privileging systems that produce discriminatory results based on inputs that bear no reasonably intuitive relationship to credit risk. The focus on individual inputs misapprehends the risk that a model may rely on a combination of facially neutral inputs that amount to a proxy for a protected class. By focusing only on the individual inputs to a model, the safe

10 Id. at 42859.
harbors could theoretically be invoked in circumstances where a model relies on facially neutral variables that produce extremely discriminatory outcomes. The risk is particularly pronounced if the facially neutral variables do not bear a reasonably explainable relationship to the target variable (e.g., credit risk) that the model is intended to measure.12

III. The Proposed Rule’s Reference to Industry Standards is Unclear

Safe Harbor #2 can be invoked by a defendant who uses an algorithmic model that is “produced, maintained, or distributed by a recognized third party that determines industry standards.”13 We seek additional clarity about the types of “industry standards” and “recognized” third parties to which this provision refers. Under a narrow reading, Safe Harbor #2 may only apply in circumstances where an international standard-setting body, such as the International Organization for Standards, both develops a standard and then distributes an associated algorithmic model that implements the standard. Under a broader reading, HUD may be referring to widely deployed technologies produced by an individual company. Alternatively, HUD may be referring to automated underwriting systems built on algorithmic models that are produced by government-sponsored entities (e.g., Fannie Mae and Freddie Mac).

IV. The Proposed Rule Creates Perverse Incentives that Exacerbate Risks of Bias

Safe Harbor #2 could also have the perverse effect of discouraging institutions from closely monitoring their own use of AI systems for unintended impacts. In the explanation of Safe Harbor #2, HUD suggests that liability for bias caused by algorithmic models that are “standard in the industry” should be borne by “the party that is actually responsible for the

12 Such concerns prompted the Federal Reserve Board to issue a 2017 advisory bulletin cautioning against the use of facially neutral data inputs that do not bear a reasonably intuitive connection to creditworthiness. See Carol A. Evans, Keeping Fintech Fair: Thinking About Fair Lending and UDAP Risks, Consumer Compliance Outlook (Fed. Res. Sys., Phila., Pa.), 2017, https://www.consumercomplianceoutlook.org/2017/second-issue/keeping-fintech-fair-thinking-about-fair-lending-and-udap-risks/ (“Careful analysis is particularly warranted when data may not only be correlated with race or national origin but may also closely reflect the effects of historical discrimination, such as redlining and segregation. For example, it’s been reported that some lenders consider whether a consumer’s online social network includes people with poor credit histories, which can raise concerns about discrimination against those living in disadvantaged areas. Instead of expanding access to responsible credit, the use of data correlated with race or national origin could serve to entrench or even worsen existing inequities in financial access. Finally, it is important to consider that some data may not appear correlated with race or national origin when used alone but may be highly correlated with prohibited characteristics when evaluated in conjunction with other fields.”) (Emphasis added.)

13 Id. at 42862 (§ 100.500 (c)(2)(ii).
creation and design of the model.” Setting aside the uncertainty (noted above) about the type of industry standards this refers to, such a bright line rule overlooks the complexity of the AI ecosystem and threatens to establish a one-size-fits-all policy that may deter end-users from monitoring their own usage of an algorithmic model to ensure that is not creating a disparate impact. As noted above, the risk of bias must be continuously monitored because the performance of a model can be impacted if it is deployed into an environment in which the demographics differ from the data upon which it was trained. In many circumstances, only the entity that has deployed the model will be in a position to monitor its operation. However, Safe Harbor #2 could create a disincentive to perform such monitoring if doing so could increase their exposure to liability from which they would otherwise be shielded.

Conclusion

The growing ubiquity of AI has the potential to improve the delivery of services that will impact almost every facet of our daily lives. As AI is integrated into business processes that have consequential impacts on people – such as their ability to obtain access to credit or housing – it is imperative to ensure that existing legal protections apply even as technologies evolve. The public must be confident that these protections apply regardless of whether a decision is made by a person or by a machine. The safe harbors in the Proposed Rule would undermine that confidence, create uncertainty, and ultimately exacerbate the risks associated with AI bias.

The Proposed Rule’s safe harbors constitute the first intervention by a US government agency to define how civil rights protections will apply to the use of Artificial Intelligence. The complex issues that are implicated by the safe harbors strike at the heart of one of the most active areas of AI research and will arise again as other government agencies evaluate how the use of AI will impact their missions. Accordingly, we urge HUD to be very cautious and to consider whether these issues might benefit from a coordinated interagency consultation process.

The Executive Order on Maintaining American Leadership in AI tasked the Office of Science Technology and Policy and the Office of Management with the development of guidance for the heads of all agencies that is intended to “reduce barriers to the use of AI technologies in order promote their innovative application while protecting civil liberties.” Given that this Proposed Rule bears squarely on uses of AI that implicate core civil liberties protections, we urge HUD to consult closely with OSTP and OMB before issuing a final rule. We would likewise urge HUD to consult with the National Institute of Standards and Technology about the potential for convening a multistakeholder process for the purpose of developing an AI

14 Id. at 42859.
lifecycle risk management framework. Such a process would enable experts from government, industry, and academia to collaborate on the development of a framework for identifying and mitigating the risks of bias that can emerge during the various phases of the AI lifecycle. The development of an AI risk management framework would be valuable not only for government agencies – such as HUD – that are developing AI policy, but also the companies that are developing and deploying AI technologies.

* * * * *

Thank you again for the opportunity to share our views on these important issues.

Sincerely,

Christian Troncoso
Director, Policy