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BSA | The Software Alliance (BSA)\(^1\) welcomes the opportunity to provide comments to the Attorney-General's Department's (AGD) Privacy Act Review Report 2022 (Report).\(^2\)

BSA is the leading advocate for the global software industry. BSA members create technology solutions that power other businesses, including cloud storage services, customer relationship management software, human resources management programs, identity management services, security solutions, and collaboration software. Our members have made significant investments in Australia, and we are proud that many Australian companies and organisations continue to rely on our members' products and services to do business and support Australia's economy. BSA members recognise that companies must earn their consumers' trust and act responsibly with their personal information.

BSA has participated in many privacy-related consultations in Australia.\(^3\) We are encouraged that our submission on the AGD’s Privacy Act Discussion Paper in 2021 (Discussion Paper)\(^4\) was referenced throughout the Report and we appreciate the opportunity to provide further comments to support the AGD’s continued efforts to revise and enhance the Privacy Act 1988 (the Act) and ensure it is fit for purpose for a modern Australia. BSA supports many proposals in the Report, particularly the proposal to implement a clear distinction between controllers and processors.\(^5\) Clearly distinguishing between these roles will improve privacy protections for consumers and increase interoperability with leading personal data protection laws worldwide. Our recommendations, described in further detail below, focus on eight areas:

- Implementing a clear distinction between controllers and processors;
- Retaining the employee records exemption to reflect the distinct nature of the employer/employee relationship;
- Ensuring that the Act’s treatment of international data transfers enhances cross-border transfers with Australia;

---


• Focusing enforcement on existing mechanisms, without creating a direct right of action for interferences with privacy or a new statutory tort for serious invasions of privacy.
• Ensuring consistent regulatory enforcement of a “fair and reasonable” test;
• Including a legitimate interests basis for processing in the Act;
• Aligning potential new provisions on automated decision-making with existing laws in other jurisdictions; and
• Specifying how Section 13G’s penalties will apply to “serious” violations of the Act.

Our comments also provide recommendations on several other aspects of the Report, including on proposals to reform the scope and application of the Act and its substantive protections including consent and notice obligations.

Controller-Processor Distinction (Proposal 22.1)

BSA strongly supports the introduction of a controller-processor distinction into the Act. This distinction is fundamental to privacy and data protection laws worldwide. Adopting this distinction in the Act will enhance its protections for consumers and improve clarity for businesses.

As the Report recognises, there are significant benefits to distinguishing between controllers and processors under the Act. Adopting the distinction between controllers and processors will align the Act with privacy laws globally, including the European Union’s General Data Protection Regulation (GDPR), California’s Consumer Privacy Act (CCPA), Japan’s Act on the Protection of Personal Information (APPI), and Singapore’s Personal Data Protection Act (PDPA). This alignment will help Australian entities understand how their obligations under the Act map to their obligations under data protection laws in other major jurisdictions. Clearly distinguishing between the roles of controllers and processors — and assigning distinct obligations to both types of entities — also improves consumer protection and enhances regulatory certainty for businesses. The Report notes that distinguishing between controllers and processors will “clarify consent obligations and assist with clarifying obligations in relation to any new individual rights (such as a right to erasure) that may be introduced following this review”, and “help entities more effectively respond to data breaches.”

We applaud the AGD for recognising the importance of the controller-processor distinction. Our recommendations focus on two key issues as the AGD implements this distinction in the Act:

Definitions: We agree with the Report that the definitions of controllers and processors will need to be carefully considered in at least two ways.

First: Australia should adopt definitions of controllers and processors that align with definitions already used in other important privacy laws. Under the GDPR, for example, controllers are defined as an entity that “alone, or jointly with others, determines the purposes and means of processing personal data.” Processors are defined as an entity that “processes personal data on behalf of the controller.” The GDPR, like many other privacy and data protection laws globally, clearly distinguishes between companies that decide how and why to
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13 GDPR, Article 4.
collect an individual’s personal data — i.e., those determining the purpose and means of processing that data — from companies that act on behalf of others. We recommend Australia adopt the same formulation and define controllers as companies that alone or jointly with others determine the purposes and means of processing personal information and processors as entities that process personal data on behalf of a controller.

Second: The Act should clearly recognise that determining whether an entity is acting as a controller or processor is fact-based and context specific. A single company may act as a controller for some of its products and services (i.e., consumer-facing products) and as a processor for others (i.e., business-to-business services). Such a company should be subject to obligations the Act places on controllers when it acts as a controller and subject to obligations the Act places on processors when it acts as a processor. We recommend expressly stating this in the Act. For example, language could draw from state privacy laws in the United States which recognise that determining whether an entity is acting as a controller or processor with respect to specific processing of personal information is a fact-based determination that depends on the context in which the information is being or will be processed. This language also makes clear that if a processor begins determining the purposes and means of processing personal data (e.g., by using the data for its own independent purposes), it is no longer treated as a processor under the Act but instead takes on the obligations of a controller.

Obligations for Controllers and Processors: Controllers and processors should be subject to distinct obligations under the Act. The Report sets out a table of proposed obligations for controllers and processors mapped to the Australian Privacy Principles (APP). We support the chart's recognition that different APPs will be appropriate for controllers and processors, based on their different roles. We make two recommendations as the AGD implements these obligations.

First: Ensure that consumer-facing responsibilities are assigned to controllers rather than processors. Privacy laws worldwide place consumer-facing obligations like obtaining consent from individuals and responding to consumer rights requests on controllers. This reflects the fact that controllers are best positioned to respond to consumers because they are the entities that decide how and why to collect a consumer’s personal information. Processors should be subject to other obligations, such as requirements to safeguard personal information and to only process personal information on behalf of the controller and pursuant to its instructions. Although the Report’s chart reflects these separate roles, it nevertheless appears to place several consumer-facing obligations on processors. For example, the Report contemplates that processors will be subject to APP 1 (open and transparent management of personal information), but APP 1.2 and 1.6 include consumer-facing obligations that are not suited to processors. Notably, APP 1.2 requires an entity to implement practices, procedures, and systems that will enable it to deal with inquiries or complaints from individuals, whereas APP 1.6 requires an entity to provide individuals with a copy of its APP Privacy Policy in a particular form that an individual requests. We recommend introducing amendments that recognise consumer-facing transparency requirements do not apply to processors.

Second: Ensure that processor obligations under the notifiable data breaches (NDB) scheme reflect processors’ roles. The Report suggests a processor must notify both the
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controller and the Information Commissioner (IC) where there is a data breach. Specifically, the Report proposes that a processor would be “required to prepare a statement on the breach and provide a copy of that statement to the IC unless the breach has already been reported by the relevant controller.” Moreover, if “neither processor nor controller notifies the IC, both may be in breach of the scheme’s requirements.”

This formulation is not consistent with the role of processors and complicates the allocation of responsibilities between controllers and processors when there is a data breach. For example, the Report proposes that both controllers and processors would provide the IC with a statement that describes the eligible data breach, the kinds of information concerned, and recommendations about steps that individuals should take in response. Processors, however, often have limited insight into this information and are therefore not well-situated to provide information the IC seeks. In many cases, a data processor’s access to and knowledge of personal information collected by its enterprise customers are limited by the privacy and security controls built into its products and enforced by contractual terms between the processor and the data controllers that are its customers. As a result, a processor may lack access to the facts needed to determine if an incident rises to the level of an eligible data breach. Moreover, the processor will often lack insight into the type of information that was compromised, including whether such data included personal information, and the steps individuals should take in response.

BSA agrees that processors should be required to report breaches to a controller. However, the controller is best situated to provide all the necessary information to the IC. We therefore recommend the Act not require processors to report breaches directly to the IC. Instead, the Act should require processors to report breaches to a controller and require the controller to report to the IC and to data subjects.

**Recommendation:** The Act should implement a clear distinction between controllers and processors that: (1) adopts definitions of controllers and processors modelled on the GDPR’s definitions, which have been incorporated into data protection and privacy laws worldwide; (2) recognises that determining if an entity is acting as a controller or a processor is fact-based and context-specific; (3) avoids placing consumer-facing obligations on processors; and (4) appropriately reflects the role of processors in the data breach notification scheme.

**Employee Records Exemption (Proposal 7.1)**

BSA supports retaining the employee records exemption but recognises that modifications may be appropriate to allow better protection of employee records while retaining the flexibility employers need to administer the employment relationship. We therefore support the Report’s recommendation to conduct further consultations about how to enhance privacy protections for private sector employees while ensuring that employers have adequate flexibility to collect, use, and disclose employees’ information to administer the employment relationship.

Importantly, the Report does not propose to do away with the employee records exemption. Removing the exemption entirely, which would require all APP entities to comply with the Act in relation to their handling of personal information of employees and former employees, would create significant concerns. For example, several obligations in the Act may be inappropriate or irrelevant in the employment context and could inadvertently limit the ability of employers to undertake sensitive managerial processes including performance management and disciplinary investigations. As highlighted in the Report, a business may be “negatively impacted by the application of APPs 3, 6, 12 and 13 along with pro-privacy defaults, restricted and prohibited practices and any new rights to object
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and erasure.”\textsuperscript{21} The Report goes on to note that rights to request access or correction under these APPs “could discourage referees from giving a full and frank reference, and employers from conducting investigations or managing employee performance.”

**Recommendation:** To the extent that the employee records exception is modified, businesses should not be subject to consumer-facing obligations vis-a-vis their employees (e.g., obligations to respond to requests for access or correction, or consent requirements), which raise distinct concerns in the context of employment relationships. We welcome further consultations on these important issues to ensure that any modifications recognise the unique aspects of the employer-employee relationship.

**International Data Transfers (Proposals 23.1–23.6)**

We support the Report’s objective of ensuring that any changes to the Act’s treatment of international data transfers enhance cross-border data transfers with Australia as a trusted trading partner and create economic benefits for Australian businesses and the economy.\textsuperscript{22} The seamless transfer of data across international borders is critical to cloud computing, data analytics, and other modern and emerging technologies and services that underpin the global economy. A forward-leaning policy on cross-border data transfers, which is interoperable with international frameworks, is a particularly effective tool to drive innovation, increase employment, and build economies.

We offer recommendations on implementing five proposals that affect the Act’s application to international data transfers:

**Extraterritorial Application (Proposal 23.1)**

The Report recommends conducting additional consultations on the potential to require an “Australian link” to apply the Act to foreign organisations.\textsuperscript{23} We support this proposal. As the Report observes, “any new provision to clarify the ‘Australian link’ should be subject to careful consideration and further consultation to ensure that it does not have any unintended consequences — such as excluding an entity from the OAIC’s jurisdiction that Australians would expect to be covered.”\textsuperscript{24}

As the AGD considers such reforms, it is also important to avoid inadvertently capturing a range of entities that have little to no direct connection to Australia. For example, a data processor that is based outside Australia may still have an office in Australia — and it may use that office to process data about non-Australian individuals on behalf of its non-Australian business customers. It is not clear that the Act should apply in that scenario, because those activities do not involve the personal information of Australian individuals or the actions of Australian-based companies. Still, an overly broad interpretation of the “Australian link” could subject such processors to the Privacy Act, even though they may not be processing any personal information related to Australians. To avoid this result, BSA supports the Report’s suggestion that demonstrating an Australian link should include assessing not just whether the personal information is collected or held in Australia, but also whether the personal information is of an Australian or other individual physically located in Australia.\textsuperscript{25}

**Recommendation:** The AGD should conduct additional consultations to establish an “Australian link” sufficient to apply the Act to foreign organisations.

**Mechanism to Prescribe Countries and Certification Schemes (Proposal 23.2)**

The Report recommends introducing a mechanism to prescribe countries and certification schemes as providing “substantially similar protection” to the APPs under APP 8.2(a).\textsuperscript{26} Importantly, the Report envisions that this new mechanism would be *one of several available methods* for companies to
transfer data internationally. This is critical because in order to achieve the goal of enhancing cross-border data transfers that create economic benefit to Australian businesses, the Act must clearly permit companies to transfer data internationally using a range of different transfer methods.

The Report recognises that companies can already transfer data to overseas recipients through a variety of methods consistent with the Act. These include disclosing data pursuant to APP 8.1, which adopts the accountability model and requires companies to meet certain obligations before transferring data to an overseas recipient. Separately, companies can also transfer data under APP 8.2 to an overseas recipient that is subject to a “substantially similar” privacy law or binding scheme, without adopting the obligations imposed in APP 8.1. Under the Report’s proposal, a mechanism would prescribe the countries and certification schemes that provide “substantially similar protection” under APP 8.2(a). The new mechanism would therefore make it easier for companies to transfer data under APP 8.2(a) by identifying countries that have “substantially similar protections,” rather than requiring companies to assess for themselves which countries have such protections. However, the new scheme would not limit companies from transferring data under the accountability model reflected in APP 8.1 or pursuant to any of the other grounds for transfers recognised in APP 8.2(b)-(f).

Regarding the proposal to recognise certification schemes that provide “substantially similar protection” to the Privacy Act, we recommend prescribing internationally recognised certification systems. This would support consumer confidence and improve business certainty. The Report notes that Australia could prescribe the APEC Cross Border Privacy Rules (CBPR) system under APP 8.2(a).27 We support recognising the CBPR system as well as other internationally recognised certifications and standards that either exist today or that may be developed. For example, the Act could recognise compliance with ISO 27701 as creating “substantially similar” protections; that standard was published in 2019 and is the first data protection standard published by the International Standards Organization.

**Recommendation:** The AGD should conduct further consultations in creating a new mechanism to prescribe countries and certification schemes that provide “substantially similar” protections under APP 8.2(a).

As the AGD develops the new mechanism, it is also critical to set the appropriate conceptual metric for what constitutes a “substantially similar” level of privacy protection in order to facilitate responsible cross-border data transfers. If the mechanism establishes an unnecessarily strict interpretation of “substantially similar”, it would be counterproductive to the Report’s goal of increasing certainty for companies transferring data internationally. For example, to the extent a new mechanism applies the term “substantially similar” to mean a standard akin to the European Union’s “essentially equivalent” standard, it may unnecessarily restrict transfers conducted under APP 8.2(a).28 Requiring foreign privacy laws deemed “substantially similar” to mirror, point-by-point, the APPs, would defeat the purpose of the mechanism. We recommend conducting further consultations on the process for, and factors involved in, determining whether a country or certification scheme offers the appropriate level of protection.

**Standard Contractual Clauses (SCCs) (Proposal 23.3)**

The Report proposes creating voluntary standard contractual clauses (SCCs) available to APP entities transferring information overseas.29 Voluntary SCCs can be an important tool to reduce the burden on businesses to engage in contractual negotiations when transferring data across borders. SCCs also enable greater consistency in protecting data that is transferred out of Australia. At the same time, it is important to ensure any SCCs are voluntary, interoperable with existing SCCs recognised in other jurisdictions, and clearly satisfy the Act’s requirements.
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29 Report (2023), p. 239.
BSA agrees with the Report’s observation that “SCCs should be designed in a way that is interoperable with the clauses developed by other jurisdictions to avoid organisations being required to enter into multiple SCCs.” Interoperable SCCs are more likely to be used by companies that operate across multiple jurisdictions, which further encourages the use of SCCs as a data transfer mechanism.

**Recommendation:** In developing SCCs, the AGD should ensure that any new SCCs: (1) are voluntary, (2) clearly satisfy the Act’s transfer requirements (i.e., by supporting compliance with APP 8.1, or APP 8.2, or both), and (3) are interoperable with SCCs recognised in other jurisdictions.

**Binding Corporate Rules**

Binding corporate rules (BCRs) are used in several major jurisdictions to support international data transfers. In the European Union, for example, BCRs must be submitted by a company to the competent data protection authority for approval; the BCRs must ensure appropriate safeguards for data transfers and be legally binding and enforced by every party involved. The process for approving BCRs is recognised as rigorous, while providing a level of flexibility in facilitating transfers. Data protection laws in several other major jurisdictions, including Brazil, the United Kingdom, and Singapore, similarly support the use of BCRs for international data transfers.

**Recommendation:** The AGD should recognise that BCRs approved in other jurisdictions may support international data transfers under the Act. For example, this could be accomplished by recognising that BCRs approved in other jurisdictions provide substantially similar protection to the APPs, and therefore support transfers under APP 8.2(a). That approach would help to ensure both business certainty and efficiency while providing appropriate protections for personal data transfers.

**Transfers Based on Informed Consent (Proposal 23.4)**

In addition to transferring data under APP 8.1 (based on the accountability model) and APP 8.2(a) (based on “substantially similar” laws or binding schemes), the Act permits companies to transfer data for a range of other purposes, enumerated in APP 8.2(b)-(f). These include transferring data based on an individual’s consent, pursuant to APP 8.2(b).

BSA supports retaining the informed consent exception in APP 8.2(b). We agree with the Report’s findings that informed consent is “often relied on for data transfers,” a “useful mechanism in circumstances where decisions and relationships are being managed at an individual level,” and that “removing the exception would increase the regulatory burden for entities that rely on that exception.” Moreover, it is important for the Act to provide a range of different methods for companies to transfer data internationally, with different safeguards that can account for the different contexts in which different types of data are transferred. Ensuring that individuals can consent to international transfers is important because it recognises that companies should be able to transfer data internationally at the request of an individual, even when other grounds for transfer are not available.

While the Report recommends retaining the informed consent exception, it also proposes adding a new requirement that disclosing entities consider the “risks” of an overseas disclosure and specifically inform individuals of any risks. Any such notification would be made in disclosures to consumers pursuant to APP 5. As noted below, those obligations should be more narrowly focused and better defined. For example, if a company discloses personal information to an overseas recipient that is subject to a law that provides substantially similar protections as the Act, it is not clear that any “risks” arise to justify notification. However, if a company relies on the informed consent exception to disclose that information to an overseas recipient, a notification may be appropriate.

**Recommendation:** The Act should retain the informed consent exception in APP 8.2(b), which recognises that an individual’s consent is among one of several methods by which companies can transfer data internationally. Any new requirement to notify individuals of the “risks” of an overseas
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transfer should apply only when data is transferred under the informed consent exception — and not when data is transferred under other grounds recognised by the Act.

**Additional Notice Requirements for Transfers (Proposal 23.5)**

The Act already requires APP entities to notify individuals if they are likely to disclose an individual’s personal information to an overseas recipient pursuant to APP 5.2(i). In addition, APP 5.2(j) also requires APP entities to notify individuals of the countries in which such recipients are likely to be located if it is practicable to do so. On top of these existing obligations, the Report recommends requiring APP entities to specify “the countries in which recipients are likely to be located if practicable . . . [and] the types of personal information that may be disclosed to recipients located overseas.”

Although improving transparency is important, these additional notices may lead to significantly longer disclosures to consumers that create more confusion without materially benefitting privacy. Indeed, the Report recognises that “including more granular detail in privacy policies would increase their complexity and the burden on customers to understand them and would require regular updates.”

Although the Report proposes shifting these disclosures from a generalized privacy policy to specific consumer disclosures made pursuant to APP 5.1(i), the concerns remain. Adding more information to an APP 5.1(i) disclosure may significantly lengthen the disclosures and draw attention away from other important information conveyed to the consumer, such as the purpose for which the information is collected.

Nor is it clear that additional disclosures improve consumers’ privacy. The Report appears to assume that more granular disclosures would “allow individuals to make informed decisions about how their personal information is handled.” However, the Report’s proposed additions to APP 5.1 are not clearly limited to disclosures made when seeking to transfer data overseas based on informed consent. Rather, the Report appears to recommend disclosures be required broadly, including in scenarios where the disclosures appear unnecessary, such as when personal information is transferred on grounds other than informed consent. For example, if an APP entity discloses personal information to an overseas recipient based on safeguards enacted pursuant to APP 8.1 or the entity discloses personal information to an overseas recipient subject to a “substantially similar law” under APP 8.2(a), the additional disclosures envisioned by the Report may do little to increase the substantive privacy protections for that information.

**Recommendation**: The Act should not require APP entities to notify individuals under APP 5.1 of the types of personal information that may be disclosed overseas. To the extent any such requirement is imposed, it should apply only to disclosures made when seeking consent to transfer data pursuant to the informed consent exception.

**Direct Right of Action and Statutory Tort for Invasion of Privacy (Proposals 26 and 27)**

The Report recommends several changes to the Act’s enforcement, including: (1) creating a direct right of action for individuals, and (2) introducing a statutory tort for serious invasions of privacy.

BSA does not support these recommendations. Although privacy laws should be subject to robust and effective enforcement, that enforcement should be led by agencies, which can create a consistent body of enforcement actions that demonstrate how they will apply privacy rights and obligations in a variety of contexts, particularly when combined with informal or formal guidance interpreting the privacy law. A consistent, agency-led approach provides much-needed clarity for consumers and
entities as to how the rights and obligations under the Act will apply. An agency like the OAIC is well-placed to provide such clarity.

In contrast, a direct right of action and a statutory tort would encourage enforcement by way of private litigation. Although the Report suggests this would “benefit individuals and APP entities by clarifying the application of the Act,” in practice it is likely to result in differing decisions by different courts that can create confusion for both consumers and companies about how the Act is to apply. This will create a less certain enforcement environment for companies and less useful guidance to individuals and entities wanting to understand their rights and obligations in advance.

Further, if both direct rights of action and a statutory tort for invasion of privacy are introduced, potential litigants may bring multiple claims for a single activity, potentially resulting in resource-wasteful litigation while offering the litigants two opportunities to sue for the same alleged violation.

The experience of the implementation of the CCPA is illustrative of the flurry of litigation that could ensue if a direct right of action and/or a statutory tort were to be introduced in Australia’s privacy regime. The CCPA provides consumers a private right of action to sue businesses, as individuals or a class, for certain data breach incidents and potentially recover up to $750 USD in statutory damages “per consumer per incident or actual damages, whichever is greater.” Despite the right being narrowly scoped, in the short seven months after the CCPA went into effect on January 1, 2020, around 50 lawsuits were filed invoking the CCPA. Plaintiffs challenged the limits of the CCPA’s private right of action in every way they could: the plaintiffs sought to apply the CCPA retroactively or beyond its geographic limits; the plaintiffs ignored the fact that the CCPA limits the kinds of violations on which the private right of action can be based; and the plaintiffs sought to use the CCPA as the standard of care for other statutory or common law claims. The introduction of a direct right of action or a statutory tort for invasion of privacy in Australia could also result in similar unintended consequences even if such measures were appropriately and narrowly framed.

**Recommendation:** The Act should not include a direct right of action and statutory tort. Instead, enforcement should remain agency led to impose consistency and predictability to both businesses and consumers. If a direct right of action is introduced, the participation of the enforcing agency in the court proceedings should be made mandatory to enhance regulatory coherence.

**The “Fair and Reasonable Test” (Proposals 12.1–12.3)**

The Report proposes adopting a “fair and reasonable” test under which APP entities would determine if handling of individuals’ personal information is permissible under the Act. While the Report recognises this test creates a large degree of uncertainty, it proposes reducing that uncertainty in part by identifying in the Act a list of factors that entities may consider in determining if an activity is fair and reasonable.

Although we appreciate that the proposal for a “fair and reasonable” test draws from current APP obligations, including APPs 3 and 6, the application of this test will necessarily involve a large degree of uncertainty even with statutory factors that help guide companies. This test — and the corresponding legislative factors — must be flexible in order to apply to the wide range of activities covered by the Act. Given that flexibility, such a test is best suited to enforcement by a central regulator that can issue guidance about how the standard is to apply over time and in different scenarios, to promote consistent outcomes that appropriately reflect trade-offs that are likely to be involved in applying legislative factors in different scenarios. We recommend that the AGD prioritise the need for consistent enforcement of any “fair and reasonable” test, particularly in light of the
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The Report’s separate proposal to create a direct right of action.\textsuperscript{41} To the extent a new “fair and reasonable” test is enforced through private litigation, it may lead to the test being applied inconsistently, even when cases involve similar types of processing.

**Recommendation:** If a “fair and reasonable” test is introduced, it should be enforced solely via the enforcement agency, to create consistent regulatory enforcement of this obligation, which can better protect consumer privacy and create greater certainty for APP entities.

**Legitimate Interests**

The Report does not propose recognising legitimate interests as a lawful basis for processing personal information in Australia. The Report expresses concerns that adopting lawful bases for processing would “fundamentally change the current principles-based approach in the Act” and that APPs 3 and 6 already provide a flexible framework that allows for the collection, use, and disclosure of personal information for the purposes set out in the GDPR’s lawful bases.\textsuperscript{42} The Report also suggests that adopting bases for processing could require adopting the concept of “processing” and questions whether the approach would result in “a more privacy protective outcome for Australians.”\textsuperscript{43}

As the AGD further considers these issues, we recommend reconsidering the potential for incorporating a legitimate interest basis for processing into the Act. At the outset, it is not apparent that introducing a legitimate interests basis for processing would lead to a “fundamental change” in the principles-based approach in the Act. The APPs, which currently focus on consent as a lawful basis for handling personal information, could be amended to recognise legitimate interests. Furthermore, this change could be paired with the implementation of a fair and reasonable test across the Act, which already requires certain fundamental changes to the Act and can provide guardrails for ensuring that personal information is processed lawfully, fairly, and in a transparent manner that creates effective consumer protections.\textsuperscript{44}

Introducing a legitimate interest basis can result in better privacy outcomes for Australians. As acknowledged by the Report, consent should be reserved for situations where it is most meaningful to consumers, such as “high privacy risk situations.”\textsuperscript{45} By recognising additional bases for processing personal information in addition to consent, privacy laws can further reduce the unnecessary burden on consumers to provide consent to each expected use of their personal information. This also encourages companies to adopt a robust risk-based approach to handling personal information instead of over-relying on the “notice and consent” model. The legitimate interests basis would provide companies appropriate flexibility to process personal information for these purposes.

**Recommendation:** BSA supports recognising legitimate interests as a lawful basis for the processing of personal information and encourages the AGD to include legitimate interests as a complement to the recommendation to adopt a “fair and reasonable” test.

**Artificial Intelligence (AI) and Automated Decision-Making (ADM) (Proposals 19.1–19.3)**

The Report proposes several new obligations related to automated decisions that have “legal or similarly significant effect” on an individual’s rights. These include: (1) requiring privacy policies to set out the types of personal information that will be used in substantially automated decisions that have such effects; (2) requiring the Act to include high-level indicators of the types of decisions that have “legal or similarly significant effects” and require OAIC to supplement that legislative text with

\textsuperscript{41} Report (2023), Proposal 26.
\textsuperscript{42} Report (2023), p. 113.
\textsuperscript{43} Report (2023), p. 113.
\textsuperscript{44} Introducing the concept of “processing” does not appear to be a significant hurdle to adopting a legitimate interests ground for processing because introducing the concept of “processing” may already be necessary to introduce a controller-processor distinction.
\textsuperscript{45} Report (2023), p. 103.
guidance; and (3) introducing a new right for individuals to request “meaningful information about how substantially automated decisions with legal or similarly significant effect are made.” We appreciate the Report’s suggestion that these proposals should be coordinated with any broader work undertaken on AI and ADM, including ongoing consultations with other agencies.

In defining decisions with “legal or similarly significant effects,” we encourage the AGD to create a comprehensive definition to increase certainty for both individuals and companies about when related rights are available. For example, the Act could define these terms in a manner similar to state privacy laws in the United States, where Virginia, Colorado, and Connecticut all create rights to opt out of certain types of profiling that create legal or similarly significant effects.\(^\text{46}\) Creating obligations and rights that are interoperable with other privacy laws also ensures that individuals and companies are better able to apply these protections across jurisdictions and drives investment by businesses in effective compliance programs.

In addition, any new individual rights related to automated processing should be exercised in a manner similar to other new individual rights: by individuals exercising those rights through a controller rather than via a processor acting on behalf of a controller.

More broadly, as it considers AI-related issues, we urge the AGD to ensure any AI provisions recognise the variety of stakeholders that may play a role in designing and using an AI system. In general, there are at least two key stakeholders with varying degrees of responsibility for managing the risks associated with an AI system throughout its lifecycle. First, an AI developer is an organisation responsible for the design and development of an AI system. Second, an AI deployer is an organisation that uses an AI system.\(^\text{47}\) By recognising the different roles of developers and deployers, policymakers can tailor obligations to an organisation’s role in the AI marketplace. For example, a deployer using an AI system does not generally have control over design decisions made by another company that developed the AI system. Likewise, a developer of an AI system generally does not have control over subsequent uses of the AI system by another company deploying the system.\(^\text{48}\) We encourage the AGD to bear these roles in mind as it further considers AI-related issues.

**Recommendation:** The Act should clearly define “legal or similarly significant effects” and ensure any new individual rights relating to automated decision-making are interoperable with rights created in other privacy laws internationally. More broadly, the AGD should ensure any provisions affecting AI systems reflect the different roles that different companies play in creating and using those systems, including the distinct roles of developers and deployers.

**“Serious” Interference with Privacy (Proposal 25.2)**

The Report proposes amending section 13G of the Act, which creates penalties for “serious and repeated interferences with privacy.” The proposal would remove the word “repeated” from the Act
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\(^\text{46}\) See Colorado Privacy Act, Sec. 6-1-1303(10) ("Decisions that produce legal or similarly significant effects concerning a consumer" is defined as "a decision that results in the provision or denial of financial or lending services, housing, insurance, education enrollment or opportunity, criminal justice, employment opportunities, health care services, or access to essential goods or services."); Connecticut Data Privacy Act Sec.1(22) ("Decisions that produce legal or similarly significant effects concerning the consumer" are defined as "decisions made by the controller that result in the provision or denial by the controller of financial or lending services, housing, insurance, education enrollment or opportunity, criminal justice, employment opportunities, health care services, or access to essential goods or services."); Virginia Consumer Data Protection Act, Sec. 59.1-575 ("Decisions that produce legal or similarly significant effects concerning a consumer" are defined as "a decision made by the controller that results in the provision or denial by the controller of financial and lending services, housing, insurance, education enrollment, criminal justice, employment opportunities, health care services, or access to basic necessities, such as food and water.").


\(^\text{48}\) The importance of such an approach to AI regulation is a key pillar of the Organisation for Economic Co-operation and Development’s (OECD’s) Recommendation of the Council on Artificial Intelligence, which recognises that effective AI policies must account for “stakeholders according to their role and the context” in which AI is being deployed. See Recommendation of the Council on Artificial Intelligence, May 2019, https://legalinstruments.oecd.org/en/instruments/OECD-LEGAL-0449. Per the Recommendation, the AI stakeholder community “encompasses all organizations and individuals involved in, or affected by, AI systems, directly or indirectly.
and create a list of actions that may amount to a “serious” interference with privacy. This legislative text would be supplemented by further guidance from the OAIC.49

BSA supports this proposal as it will provide businesses with greater clarity about conduct that can trigger Section 13G’s penalties. This is particularly important given the recent increase in maximum civil penalties under Section 13G. We appreciate the importance of listing actions that may fall within Section 13G, such as breaches involving sensitive information, actions adversely affecting large groups of individuals or impacting vulnerable individuals, repeated or wilful misconduct, and serious failures to take proper steps to protect personal data. Identifying actions that may be significant can create a shared understanding between regulators and businesses about the violations that may trigger such penalties. At the same time, we urge the AGD to create further specificity around some of the factors identified in the Report. For example, it is possible that any violation by a large company that serves many business and individual consumers could “adversely affect large groups of individuals” simply because of the volume of consumers that use its services. Factors applying Section 13G should not automatically treat such a violation as significant but be applied in a risk-based manner that avoids treating a single factor as determinative.

In addition to listing factors in 13G to identify “serious” violations, the Act or implementing guidance should also identify mitigating factors to be considered in determining any penalty under this section. For example, prompt reporting of a violation or breach and cooperation with the relevant authorities may appropriately be considered a mitigating factor. Identifying such mitigating factors can encourage businesses to adopt a “honesty is the best policy” approach, which can facilitate investigations.

**Recommendation:** The AGD should revise Section 13G to not only define actions that may constitute a “serious” interference with privacy, but also to identify mitigating actions relevant to penalties under Section 13G.

### Additional Recommendations: Scope and Application of the Privacy Act

#### Small Business Exemption (Proposals 6.1–6.2)

The Report proposes removing the small business exception after taking certain steps to understand the impact of removing the exception and after consulting with small businesses. As the Report observes, the small business exemption “may no longer be acceptable to the community when considered in the context of technology proliferation and increased use of personal information for online sales and marketing, background analytics and data-related partnerships.”50

While BSA acknowledges the need for further consultations, the AGD should establish a clear timeline for consultations and set a date for sunsetting the exemption to provide certainty and enable businesses to plan accordingly.

**Recommendation:** The AGD should remove the small business exemption from the Act and should prescribe clear timelines on consultations about its removal and set a date for sunsetting the exemption.

#### Definition of Personal Information (Proposals 4.1–4.2)

The Report proposes several changes to the definition of personal information covered by the Act. These include defining personal information as information that “relates to” an individual rather than information “about” an individual. BSA agrees with the Report’s observation that “there needs to be a relationship between the information and the individual,”51 lest the definition become too broad.52 In addition, the Report proposes including a non-exhaustive list of information that may be personal

---

52 Report (2023), p. 27.
information to help APP entities identify information covered by the Act. BSA supports this proposal, which can give entities more certainty about their obligations.

**Recommendation:** BSA supports proposals to: (1) ensure that the definition of “personal information” is confined to where the connection between the information and individual is not too tenuous or remote, and (2) include a non-exhaustive list of examples of personal information to assist APP entities. We encourage the AGD and the OAIC to work closely with the private sector through consultations and working groups to draft guidance materials.

**Definition of “De-identified” (Proposals 4.5-4.6)**

The Report proposes to amend the definition of “de-identified” to make it clear that de-identification is a process, informed by best available practice, applied to personal information which involves treating it in such a way such that no individual is identified or reasonably identifiable in the current context. The Report also proposes to extend specific APPs to de-identified information.

The Report’s approach creates significant confusion about what will be deemed “de-identified” under the Act. To the extent “de-identified” means “anonymised”, such data should not be subject to the Act. If “de-identified” means “pseudonymised”, then applying a targeted subset of APPs to that information may be appropriate and encourage companies to process data in de-identified form rather than in a personally identifiable format.

**Recommendation:** The Act should clearly define “de-identified” information. To the extent de-identified information is addressed by the Act, it should be subject only to a subset of APP protections.

**Additional Recommendations: Protections**

**Consent (Proposal 11.1)**

The Report proposes amending the definition of consent to provide that it must be voluntary, informed, current, specific, and unambiguous. We agree with the Report that, while consent is an important mechanism for the collection, use, and disclosure of personal information, it is “most effective when used in a narrow range of situations where individuals most need to exert control over their personal information.” Consent should be reserved for situations where it is most meaningful to consumers, such as “high privacy risk situations” as proposed by the OAIC, to avoid burdening consumers with a high volume of consent requests that increases consent fatigue. We support the proposal to amend the definition of consent to provide that it must be “voluntary, informed, current, specific, and unambiguous,” which is more specific and will provide businesses with a clearer idea of what would constitute consent. However, the Act should not be amended to increase the circumstances in which consent is required.

**Recommendation:** The Act should define consent to provide that it must be “voluntary, informed, current, specific, and unambiguous.” The OAIC should also supplement this definition with guidance on its application, in consultation with stakeholders including the private sector.

**Individual Rights Requests (Proposals 18.1–18.3)**

The Report recommends providing important individual rights, including access and correction. As these rights are implemented, it is crucial to clearly state in the Act that controllers, and not processors, should be the recipients of, and responsible for responding to, requests regarding consumer privacy rights. In this regard, while the Report acknowledges that the controller-processor distinction would “assist with clarifying obligations in relation to any new individual rights (such as a right to erasure) that may be introduced following this Review,” it did not specifically focus on the need for individuals to exercise these rights by submitting their requests or queries to a controller.

---

BSA also agrees with the Report that these individual rights are generally not absolute and, as such, supports the proposed imposition of appropriate exceptions to individual rights requests.56

**Recommendation:** The Act should clearly state that controllers, and not processors, are the appropriate recipients of, and responsible for responding to, individual rights requests. BSA also supports imposing appropriate exceptions to individual rights requests.

**Direct Marketing and Targeted Advertising (Proposals 20.2–20.3)**

The Report proposes amending the Act to create new rights for individuals to opt out of their personal information being used or disclosed for direct marketing or targeted advertising.

In implementing these new rights, we encourage the AGD to ensure that individuals exercise their rights to opt-out of direct marketing and targeted advertising by submitting such requests directly to controllers, rather than to processors acting on behalf of controllers. This approach is in line with many data protection and privacy laws internationally, which recognise that processors should not be subject to consumer-facing obligations, including rights to opt out of targeted advertising.

**Recommendation:** Individuals should exercise new rights to opt-out of direct marketing and targeted advertising by submitting their requests to data controllers, which are the entities positioned to honour such requests.

**Security, Retention, and Destruction (Proposals 21.1, 21.3, and 21.5)**

The Report proposes amending several aspects of APP 11, which creates important data security obligations. BSA agrees with the Report’s observations that “[i]ndustry would benefit from further guidance and education outlining the Government’s cyber security expectations under the Act, particularly as the threat environment changes over time.”57 Guidance on reasonable steps that businesses can take to secure, destroy, and de-identify personal information will better help companies meet their obligations and more effectively allocate resources. For example, in creating guidance on reasonable steps that businesses can take to secure data, the OAIC could encourage organisations to move toward zero trust architecture and security measures, including multi-factor authentication. Providing examples of specific reasonable steps that businesses can adopt would improve business certainty regarding compliance with information security related obligations.

**Recommendation:** The OAIC should provide clear guidance on what “reasonable steps” are required to comply with APP 11, including through materials on reasonable steps to secure, destroy, and de-identify personal information. This may include providing specific examples of reasonable cybersecurity practices that can help businesses secure their data.

**Temporary APP Codes and Emergency Declarations (Proposal 5.2 and 5.4)**

The Report states that the current process for developing APP codes “can be lengthy.”58 Proposal 5.2 suggests amending the Act to create new powers for the Commissioner to issue temporary APP Codes.59 Notably, this process of code development would not require some of the regular and valuable processes normally involved in creating Codes, including consultation with relevant stakeholders. The Report illustrates the need for this proposed change by citing the recent global pandemic.

Proposal 5.4 recommends extending the application of Emergency Declarations to apply to ongoing emergencies and again cites the pandemic as an example of why the amendment is needed.60

---

While Proposal 5.4 seems reasonable in the scenario used to illustrate the application of this power, it also makes Proposal 5.2 somewhat redundant. In this context it seems to be a considerable power with no considerable need.

**Recommendation:** If Proposal 5.4 is enacted, the AGD should not implement Proposal 5.2. The AGD should also provide clear guidance to industry on the types of scenarios that would trigger implementing emergency powers.

**Standardised Templates (Proposal 10.3)**

The Report proposes that standardised templates and layouts for privacy policies and collection notices, as well as standardised terminology and icons, should be developed by reference to relevant sectors while seeking to maintain a degree of consistency across the economy.61

The Report also notes that it is impractical to develop one standardised template, lexicon, or icon for use across all APP entities because of the wide range of contexts in which the Act applies. Templates might be helpful for smaller businesses or businesses engaging with the APPs for the first time. However, it is important that any such materials be voluntary, so that businesses may appropriately tailor their information to customers based on their particular products and services.

**Recommendation:** The AGD should ensure any standardisation of privacy policies or collection notices is voluntary while allowing business to continue to meet appropriate standards through a principles-based approach.

**Conclusion**

We thank the AGD for the opportunity to submit comments on the Report and appreciate the AGD’s consideration of our recommendations. We hope that our concerns and recommendations will assist in the development of a rigorous and effective privacy regime, which enhances privacy protections while providing regulatory certainty for businesses. We would be happy to meet with the AGD to discuss our submission and appreciate the AGD’s continued engagement on this important matter.

Please do not hesitate to contact me if you have any questions regarding this submission or if I can be of further assistance.

Sincerely,

Tham Shen Hong
Manager, Policy – APAC

---

Controllers and Processors: 
A Longstanding Distinction in Privacy

Modern privacy laws have coalesced around core principles that underpin early privacy frameworks. For example, leading data protection laws globally incorporate principles of notice, access, and correction. They also identify appropriate obligations for organizations in fulfilling these rights, making important distinctions between companies that decide how and why to process personal data, which act as controllers of that data, and companies that process the data on behalf of others, which act as processors of such data. Privacy and data protection laws worldwide also assign different obligations to these different types of entities, reflecting their different roles in handling consumers’ personal data.

The concepts of controllers and processors have existed for more than forty years. These roles are key parts of global privacy and data protection frameworks including the OECD Privacy Guidelines, Convention 108, the APEC Privacy Framework, and ISO 27701.

The History of Controllers and Processors

1980: OECD PRIVACY GUIDELINES

The OECD Privacy Guidelines launched the modern wave of privacy laws, building on earlier efforts including a 1973 report by the US Department of Health, Education and Welfare that examined privacy challenges posed by computerized data processing and recommended a set of fair information practice principles.1

The OECD Guidelines, adopted in 1980, define a “data controller” as the entity “competent to decide about the contents and use of personal data regardless of whether or not such data are collected, stored, processed or disseminated by that party or by an agent on its behalf.”2

Comments to the 1980 Guidelines recognize “[t]he term ‘data controller’ is of vital importance” because it defines the entity “legally competent to decide about the contents and use of data.”3

1981: COUNCIL OF EUROPE CONVENTION 108

The Council of Europe in 1981 opened for signature the first legally binding international instrument in the data protection field. Convention 108 defined a “controller of the file” as the person “competent . . . to decide” the purpose of automated files, as well as “which categories of personal data should be stored and which operations should be applied to them.”4

1995: EU DATA PROTECTION DIRECTIVE

The 1995 EU Data Protection Directive, which previously formed the basis of privacy laws in EU member countries, separately defined both controllers and processors.5 Controllers were defined as the natural or legal person that “determines the purposes and means of the processing of personal data,” while processors were defined as a natural or legal person “which processes personal data on behalf of the controller.”
The APEC Privacy Framework builds on the OECD Privacy Guidelines and provides guidance on protecting privacy, security, and the flow of data for economies in the APEC region. It was endorsed by APEC in 2005 and updated in 2015. The Framework defines a **controller** as an organization that “controls the collection, holding, processing, use, disclosure, or transfer of personal information,” including those instructing others to handle data on their behalf. It does not apply to entities processing data as instructed by another organization.6

All 21 APEC economies endorsed the Cross-Border Privacy Rules (CBPR) System in 2011, creating a government-backed voluntary system designed to implement the APEC Privacy Framework.7 The CBPR system is limited to **data controllers**. In 2015, APEC created a separate Privacy Recognition for Processors (“PRP”) System to help controllers identify qualified and accountable **processors**.8

The EU General Data Protection Regulation replaced the 1995 Directive, maintaining the definition of **controller** as the entity that “determines the purposes and means” of processing personal data, and the definition of **processor** as the entity that “processes personal data on behalf of the controller.”9 It was adopted in 2016 and took effect in 2018.

Convention 108 was modernized in 2018, revising the definition of **controller** and adding a definition of processor. A controller is the entity with “decision-making power with respect to data processing.”10 A **processor** “processes personal data on behalf of the controller.”11

The International Organization for Standardization published ISO 27701 in 2019, creating the first international standard for privacy information management. ISO 27701 allocates obligations to implement privacy controls based on whether organizations are controllers or processors. It recognizes that a **controller** determines “the purposes and means of processing”12 while **processors** should ensure that personal data processed on behalf of a customer is “only processed for the purposes expressed in the documented instructions of the customer.”13

According to a March 2021 report, **more than 84%** of countries responding to an OECD questionnaire define “data controller” in their privacy legislation.14

In the United States, five new state consumer privacy laws will take effect in 2023, in California, Colorado, Connecticut, Utah, and Virginia. All five laws distinguish between **controllers** or businesses that determine the purpose and means of processing, and **processors** or service providers that handle personal information on behalf of the controller or business.
Privacy laws worldwide draw from longstanding privacy frameworks, recognizing the distinction between controllers and processors and assigning different responsibilities to these different entities based on their different roles in processing personal data. The chart below identifies some of the countries with national privacy or data protection laws that reflect the roles of controllers and processors.

<table>
<thead>
<tr>
<th>JURISDICTION</th>
<th>CONTROLLER</th>
<th>PROCESSOR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brazil15</td>
<td><strong>Controller:</strong> A “natural person or legal entity . . . in charge of making the decisions regarding the processing of personal data.”</td>
<td><strong>Processor:</strong> A “natural person or legal entity . . . that processes personal data in the name of the controller.”</td>
</tr>
<tr>
<td>Cayman Islands16</td>
<td><strong>Data Controller:</strong> A “person who, alone or jointly with others determines the purposes, conditions and manner in which any personal data are, or are to be, processed . . .”</td>
<td><strong>Data Processor:</strong> Any person “who processes personal data on behalf of a data controller but, for the avoidance of doubt, does not include an employee of the data controller.”</td>
</tr>
<tr>
<td>European Union17</td>
<td><strong>Controller:</strong> A natural or legal person that “alone, or jointly with others, determines the purposes and means of processing personal data . . .”</td>
<td><strong>Processor:</strong> A natural or legal person that “processes personal data on behalf of the controller.”</td>
</tr>
<tr>
<td>Faroe Islands18</td>
<td><strong>Controller:</strong> A natural or legal person that “alone or jointly with others, determines the purposes and means of the processing of personal data.”</td>
<td><strong>Processor:</strong> A natural or legal person that “processes personal data on behalf of the controller.”</td>
</tr>
<tr>
<td>Hong Kong19</td>
<td><strong>Data User:</strong> A person who “either alone or jointly or in common with other persons, controls the collection, holding, processing or use of the data.”</td>
<td><strong>Data Processor:</strong> A “person who: (a) Processes personal data on behalf of another person; and (b) Does not process the data for any of the person’s own purposes.”</td>
</tr>
<tr>
<td>Kosovo20</td>
<td><strong>Data Controller:</strong> A natural or legal person that “alone or jointly with others, determines purposes and means of personal data processing.”</td>
<td><strong>Data Processor:</strong> A natural or legal person that “processes personal data for and on behalf of the data controller.”</td>
</tr>
<tr>
<td>Malaysia21</td>
<td><strong>Data User:</strong> A person “who either alone or jointly or in common with other persons processes any personal data or has control over or authorizes the processing of any personal data, but does not include a data processor.”</td>
<td><strong>Data Processor:</strong> A person “who processes the personal data solely on behalf of the data user, and does not process the personal data for any of his own purposes.”</td>
</tr>
<tr>
<td>Mexico22</td>
<td><strong>Data Controller:</strong> An individual or private legal entity “that decides on the processing of personal data.”</td>
<td><strong>Data Processor:</strong> The individual or legal entity that “alone or jointly with others, processes personal data on behalf of the data controller.”</td>
</tr>
<tr>
<td>Philippines23</td>
<td><strong>Personal Information Controller:</strong> A person or organization “who controls the collection, holding, processing or use of personal information, including a person or organization who instructs another person or organization to collect, hold, process, use, transfer or disclose personal information on his or her behalf. The term excludes a person or organization who performs such functions as instructed by another person or organization.”</td>
<td><strong>Personal Information Processor:</strong> A natural or juridical person “to whom a personal information controller may outsource the processing of personal data pertaining to a data subject.”</td>
</tr>
<tr>
<td>Qatar24</td>
<td><strong>Controller:</strong> A natural or legal person “who, whether acting individually or jointly with others, determines how Personal Data may be processed and determines the purpose(s) of any such processing . . .”</td>
<td><strong>Processor:</strong> A natural or legal person “who processes Personal Data for the Controller.”</td>
</tr>
<tr>
<td>Singapore25</td>
<td><strong>Organisation:</strong> Any individual, company, association or body of persons, corporate or unincorporated, whether or not: (a) formed or recognized under the law of Singapore or (b) resident, or having an office or a place of business, in Singapore.</td>
<td><strong>Data Intermediary:</strong> An organisation “which processes personal data on behalf of another organisation but does not include an employee of that other organisation.”</td>
</tr>
</tbody>
</table>
### JURISDICTION

<table>
<thead>
<tr>
<th>South Africa&lt;sup&gt;26&lt;/sup&gt;</th>
<th>Responsible Party: A public or private body or other person that “alone or in conjunction with others, determines the purpose of and means for processing personal information.”</th>
</tr>
</thead>
</table>
| Thailand<sup>27</sup>  | Data Controller: A person or juristic person “having the power and duties to make decisions regarding the collection, use, or disclosure of the Personal Data.”  
Data Processor: A person or juristic person who "operates in relation to the collection, use, or disclosure of Personal Data pursuant to the orders given by or on behalf of the Data Controller.”  |
| Turkey<sup>28</sup>    | Data Controller: A natural or legal person “who determines the purposes and means of processing personal data.”  
Data Processor: A natural or legal person who “processes personal data on behalf of the data controller upon its authorization.”  |
| Ukraine<sup>29</sup>   | Personal Data Owner: A natural or legal person who “determines the purpose of personal data processing, the composition of this data and the procedures for its processing.”  
Personal Data Manager: A natural or legal person who is “granted the right by the personal data owner or by law to process this data on behalf of the owner.”  |
| United Kingdom<sup>30</sup> | Controller: A natural or legal person that “alone or jointly with others, determines the purposes and means of the processing of personal data.”  
Processor: A natural or legal person that “processes personal data on behalf of the controller.”  |

### Endnotes

3. Id. at Explanatory Memorandum, § II B, para. 40.  
11. Id. at ar. 7(1).  
13. Id. at 43.  
28. Law on Protection of Personal Data No. 6698 (2010), art. 3(g), 3(i), https://uk.gov.uk/blackie splitted%20pdfs/Laws/r15/6649/Personal-Data-Protection-Law.  

www.bsa.org